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Abstract

We use influence functions from robust statistics to speed up full conformal prediction.
Traditionally, conformal prediction requires retraining multiple leave-one-out classifiers
to calculate p-values for each test point. By using influence functions, we are able to
approximate this procedure and to speed up considerably the time complexity.
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1. Introduction

Background Conformal prediction (CP) is a post-hoc approach to providing guarantees
on the outcomes of machine learning models. Full CP (or “transductive CP”) is notoriously
computationally expensive, albeit generally having the best statistical power among CP-
derived methods, such as split CP (Vovk et al., 2005), cross-CP (Vovk, 2015), and the
jackknife+ (Barber et al., 2021). Recent work optimized “deleted” full CP for the family of
non-conformity measures that support incremental and decremental learning, by speeding
up the leave-one-out (LOO) procedure required for the p-value calculation (Cherubin et al.,
2021). However, this approach may not scale to more complex machine learning models
like neural networks. In this work, we propose the use of influence functions from robust
statistics (Hampel, 1974) to approximate the result of the LOO procedure and therefore to
speed up deleted full CP for more general machine learning models.

Non-conformity Measure Consider a model parametrized by θD ∈ Θ trained on data
D = {(xi, yi)}ni=1; we assume that θD = arg minθ∈Θ

1
n

∑
i∈[n] l(xi, yi; θ) is the empirical risk

minimizer, where l is a twice-differentiable loss l(x, y; θ) that is convex in θ. This setup permits
simple models like logistic regression and complex models like neural networks. We define a
non-conformity measure for model θD as its loss at a test point, A((x, y);D) = l(x, y; θD).

Speeding up CP via Influence Functions Running CP to compute a p-value for a
test object x and a candidate label ŷ requires recomputing the nonconformity measure (and,
therefore, retraining model θ) n+1 times. Our optimization idea is to first learn a model θZ on
an augmented dataset Z = D∪{(x, ŷ)}, and then to use influence functions to approximate the
non-conformity scores that would be obtained in the LOO procedure upon dropping training
points (Algorithm 1). Note that A((x, y);Z) depends on a model learned on Z. In full CP, we
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calculate A((x, y);Z \ {(x, y)}) for each (x, y) ∈ Z: this requires learning n+ 1 models. Koh
and Liang (2017) perform a first-order Taylor expansion to approximate the loss of a model
θZ at (x, y) upon dropping (x, y) from Z as IZ(x, y) := −∇θ l(x, y; θZ)ᵀH−1

θZ
∇θ l(x, y; θZ),

where HθZ = 1
|Z|

∑
(xi,yi)∈Z ∇

2
θl(xi, yi; θ) is the Hessian of the loss l. As such, we approximate

A for a test point (x, y) as α = A((x, y);Z) − IZ(x, y), where A((x, y);Z) represents the
loss at a test point (x, ŷ) for a model trained on the full augmented dataset Z. Instead of
training n+ 1 models for full CP, our approximation only requires training one model on Z.

(a) Time (b) Validity

Algorithm 1 CP+IF (Ours)

input x, ŷ, A, D = {(xi, yi)}ni=1

1: Z = D ∪ {(x, ŷ)}
2: Learn θZ via ERM
3: Calculate Hessian inverse, H−1θZ
4: for i ∈ [1, n+ 1] do
5: g = ∇θ l(xi, yi; θZ)
6: IZ(xi, yi) = −gᵀH−1θZ g
7: αi = A((xi, yi);Z)− IZ(xi, yi)
8: end for
9: p(x,ŷ) = #{i=1,...,n :αi≥αn+1}+1

n+1
output p(x,ŷ)

2. Preliminary Results

We generate synthetic 30-dimensional data points from two normally-distributed clusters
for a binary classification problem by using scikit-learn’s make classification() func-
tion (Pedregosa et al., 2011). We evaluate our method for logistic regression models. For
a test set of 100 points, we measure the average time required to make a test prediction
for training sets of various sizes. Fig 1(a) shows that our approach is considerably more
time-efficient than full CP. In Fig 1(b), we evaluate the quality of our predictions as the
absolute difference between the p-values obtained via full CP and our method. We observe
a large difference for small training sets; however, in that case, full CP is feasible to run. As
the training set gets larger, our method works better: the average difference has order 10−3.
We observe a similar behavior when comparing the p-values’ fuzziness (Vovk et al., 2016).
For 100 training examples, full CP has average fuzziness 0.079, our method has 0.36. For 1k
examples, their respective fuzziness are 0.0269 and 0.0278. For 10k, they are both 0.0258.

3. Future Work

We envision the use of influence functions has a great potential in the context of CP. In this
proposal, we are simply doing decremental learning (also known as machine unlearning)
to approximate our p-value; indeed, our approach requires calculating H−1

θ for each test
point added to D. Instead, we can consider a string of n rank-k corrections to our original
Hessian inverse using tools like the Woodbury matrix identity (Woodbury, 1950; Sherman
and Morrison, 1950). This means we would only need a single Hessian inversion to calculate
p-values for all test points. Moreover, we would like to bound the error of our approximation,
which requires a careful study of the underestimation of influence functions (Koh et al.,
2019). We then can characterize the effect of our approximation on the p-values we obtain.
Developing approximations to CP will enable a form of full CP that is fast and scalable.
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